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\textbf{Abstract}

Adaptive Fourier decomposition (AFD) has been found to be among the most effective greedy algorithms. AFD shows an outstanding performance in signal analysis and system identification. As compensation of effectiveness, the computation complexity is great, that is especially due to maximal selections of the parameters. In this paper, we explore the discretization of the 1-D AFD integration via with discrete Fourier transform (DFT), incorporating fast Fourier transform (FFT). We show that the new algorithm, called FFT-AFD, reduces the computational complexity from $\mathcal{O}(MN^2)$ to $\mathcal{O}(MN \log N)$, the latter being the same as FFT. Through experiments, we verify the effectiveness, accuracy, and robustness of the proposed algorithm. The proposed FFT-based algorithm for AFD lays a foundation for its practical applications.

\section{Introduction}

Adaptive Fourier Decomposition, being abbreviated as AFD, has recently been developed and proved to be among the most effective greedy algorithms \cite{1,2}. AFD is originally developed for the contexts of the unit disc and of the upper-half plane, being precisely called 1-D AFD, or Core-AFD. AFD was originated with the purpose of positive frequency decomposition of signals. The method is based on complex analysis of the unit disc, and of the upper half plane, and in particular related to Möbius transformations and Blaschke products of those contexts. A very closely related functional approximation method, called unwinding Fourier expansion with the positive frequency nature as well, being promoted by a recent paper of Coifman and Steinerberger based on the Nevanlinna factorization of the Hardy space functions, was found extremely effective in signal analysis practice, see \cite{3–8}. AFD is sometimes also called Core-AFD, being due to the reason that it is the constructive block of the lately developed algorithms of a few variations of 1-D AFD, including Unwinding AFD and Cyclic AFD \cite{4,9}, etc. Most recently, the concept of AFD is generalized to approximations by linear combinations of shifted Szegö kernels and their derivatives in various contexts, including those by using methods in learning theory, such as SVM \cite{10}, and regularization \cite{11}, etc. In the present article, we focus on the Core-AFD algorithm, with direct applications to system identification and signal analysis \cite{12–15}, as well as being building blocks of the other types of AFD algorithms and greedy algorithms in general. Core-AFD was lately found to correspond to Pre-OGA. In fact, Pre-OGA in the unit disc Hardy $H^2$ space is identical with Core-AFD. Pre-OGA has been theoretically proved to be more effective than the other known greedy algorithms, including the general greedy and the orthogonal types \cite{16–18}. General greedy algorithms.
are approximations by linear combinations of dictionary elements that are reproducing kernels of the underlying Hilbert space [19]. In contrast, AFDs, or more generally Pre-OGAs, are approximations by linear combinations of reproducing kernels as well as their directional derivatives of arbitrary order, constituting the so-called complete dictionary. It is the restriction of using only an incomplete dictionary that causes the low efficiency of ordinary greedy algorithms. In fact, many functions in the Hardy space have multiple poles, corresponding to directional directives of certain orders, and thus AFD, more generally Pre-OGA, provides more promising approximations.

AFD involves maximal selections of the parameters that cause great computational complexity. In [20] it is shown that the computational complexity of 1-D AFD is \( O(MN^2) \), where \( N \) is the number of the discretization points on the unit circle and \( M \) is the number of points in \([0, 1)\), on which maximal values are selected. The quantity \( M \) cannot be reduced as it is related to the accuracy of the method. It is, however, of a great practical value to have an algorithm with low computational complexity in relation to \( N \), the discretization scale, for AFD. The computation encounters a similar situation as to DFT in the discretization of the integral. As the result of this paper, FFT, as a fast and effective method for DFT, is built into AFD to significantly reduce the computational complexity of 1-D AFD to \( O(N \log N) \), which is as the same as that of FFT to DFT, indicating that the complexity cannot be further reduced. The same strategy is applicable to Pre-OGA, for general reproducing kernel Hilbert spaces with a mild boundary condition. In particular, in the 1-D classical Hardy spaces case, Pre-OGA reduces to AFD.

This paper is organized as follows. In Section 2, we briefly introduce 1-DAFD and propose the discretization scheme. In Section 3, we perform a FFT formulation for 1-DAFD. The FFT-based algorithm for 1-DAFD is described in this part as well as the computational complexity analysis of the proposed algorithm. In Section 4, applicability and efficiency of our method are illustrated by numerical experiments with comparisons with 1-DAFD without FFT formulation. For simplification of notation and terminology we call the initial and direct algorithm of AFD without FFT formulation 1-DAFD; and the proposed one adopting an FFT formulation as FFT-AFD.

2. Preliminaries

In this section, we will recall the basic theory of 1-D AFD.

Denote by \( H^2 = H^2(\mathbb{D}) \) the Hardy space of holomorphic functions on the unit disc \( \mathbb{D} = \{ z \in \mathbb{C} : |z| < 1 \} \):

\[
H^2(\mathbb{D}) = \left\{ f : \mathbb{D} \to \mathbb{C} | f \text{ is holomorphic in } \mathbb{D} \text{ and } \sup_{0 < r < 1} \frac{1}{2\pi} \int_0^{2\pi} |f(re^{i\theta})|^2 \, d\theta < \infty \right\}.
\]

Note that there holds the following relation:

\[
H^2(\mathbb{D}) = \left\{ f : \mathbb{D} \to \mathbb{C} | f(z) = \sum_{k=0}^{\infty} c_k z^k, \sum_{k=0}^{\infty} |c_k|^2 < \infty \right\}.
\]

Since Hardy space functions have boundary limits [5], for all \( f, g \in H^2 \), the inner product of \( H^2 \) is defined as

\[
\langle f, g \rangle = \frac{1}{2\pi} \int_0^{2\pi} f(e^{i\theta}) \overline{g(e^{i\theta})} \, d\theta,
\]

where \( \overline{\alpha} \) denotes the complex conjugate of \( \alpha \in \mathbb{C} \).

We will use the Szegö dictionary of the Hardy space \( H^2 \) that consists of the normalized Szegö kernels:

\[
\mathcal{D} = \left\{ e_a := \frac{\sqrt{1 - |a|^2}}{1 - \overline{a} z}, a \in \mathbb{D} \right\}.
\]

1-D AFD, or Core-AFD, is formulated as follows (cf. [1,4,20]). Let \( G \) be an arbitrary function in the Hardy space \( H^2 \). With \( G_1 = G \), we first have

\[
G(z) = \langle G_1, e_{a_1} \rangle e_{a_1}(z) + G_2(z) \frac{z - a_1}{1 - \overline{a_1} z},
\]

where

\[
G_2(z) = \left( G_1(z) - \langle G_1, e_{a_1} \rangle e_{a_1}(z) \right) \frac{1 - \overline{a_1} z}{z - a_1}
\]

and

\[
a_1 = \arg \max_{a \in \mathbb{D}} \left| \langle G_1, e_{a} \rangle \right|^2.
\]

The selection and the possibility of the selection of such \( a_1 \in \mathbb{D} \) are called the maximal selection principle (in Szegö dictionary \( \mathcal{D} \)). It is shown in [1] that such \( a_1 \), at which the maximal value exists and is attained, can only exist inside the open unit disc. We note that \( G_2 \) is again in the Hardy space \( H^2 \). This fact is crucial for the following recursive steps.
The above backward shift procedure for defining a new Hardy space function $G_2$ from $G_1$ can be repeated. After $n$ iterative steps, we get

$$G(z) = S_n(z) + G_{n+1}(z) \prod_{k=1}^{n} \frac{z - a_k}{1 - \overline{a}_k z}, \quad (2)$$

where

$$S_n(z) = \sum_{k=1}^{n} \langle G_k, e_{a_k} \rangle e_{a_k}(z) \prod_{j=1}^{k-1} \frac{z - a_j}{1 - \overline{a}_j z}, \quad (3)$$

the reduced reminder $G_{k+1}$ is obtained through the recursive formula

$$G_{k+1}(z) = \left( G_k(z) - \langle G_k, e_{a_k} \rangle e_{a_k}(z) \right) \frac{1 - \overline{a}_k z}{z - a_k},$$

and

$$a_k = \text{arg max}_{a \in \partial D} \left\{ \langle G_k, e_a \rangle \right\}.$$ 

Write

$$B_k(z) = e_{a_k}(z) \prod_{j=1}^{k-1} \frac{z - a_j}{1 - \overline{a}_j z} = \sqrt{1 - |a_k|^2} \prod_{j=1}^{k-1} \frac{z - a_j}{1 - \overline{a}_j z}.$$ 

Each $B_k$ is the product of a dictionary element, as normalized Szegö kernel, and a Blaschke product with $a_1, a_2, \ldots, a_{k-1}$ as its zeros. Then $\{B_n\}_{n=1}^{\infty}$ is a rational orthonormal system, also called Takenaka–Malmquist system [6].

Furthermore, due to the orthogonality, for each $n$ there holds

$$\left\| G - \sum_{k=1}^{n} \langle G_k, e_{a_k} \rangle B_k \right\|^2 = \|G\|^2 - \sum_{k=1}^{n} |\langle G_k, e_{a_k} \rangle|^2 = \|G_{n+1}\|^2. \quad (4)$$

The last equality relation is due to the unimodule property of Blaschke products. In [1] we show

$$\lim_{k \to \infty} \|G_{k+1}\| = 0,$$

that implies the convergence and

$$G = \sum_{k=1}^{\infty} \langle G_k, e_{a_k} \rangle B_k. \quad (5)$$

The above is called 1-D AFD or Core AFD. Cyclic AFD and unwinding AFD are further developments of Core AFD. Under Cyclic AFD, for a fixed $n$, one seeks a simultaneous selection of all $n$ parameters $a_1, \ldots, a_n$ that gives rise to the minimal remainder in the TM-system expansion [9]. It gives a partial solution of the long open problem of best rational aproximations to a Hardy space function. With Unwinding AFD, at each recursive step, one first performs the Nevanlinna factorization to factorize out the inner function part and then uses Core AFD to decompose the outer function part [4].

3. FFT formulation

In our case, the Hilbert space is $H^2(\mathbb{D})$. As the non-tangential boundary limit of $f(z) \in H^2(\mathbb{D})$ is $f(e^{i\theta}) \in H^2(\partial \mathbb{D})$, where $\partial \mathbb{D}$ is the unit circle, it is an isometric map from $H^2(\mathbb{D})$ to $H^2(\partial \mathbb{D})$. 1-D AFD mentioned in Section 1 is applied to functions in $H^2(\partial \mathbb{D})$.

The main computation step is to compute the coefficients in (5). At the $k$th step, the $k$th coefficient is of the maximum absolute value among the absolute value of the inner product, which is the integration of the product of the reduced remainder and the normalized Szegö kernel in $\mathcal{D}$. Due to the similarity between a Szegö kernel and a general monomial term in the Fourier system, the integration is analogous to the Fourier transform of a periodic function. In what follows, we apply the polar coordinate and use the grid mesh

$$C_{M,N} = \left\{ a_{l,j} = r_l e^{i \frac{2\pi j}{N}}, \quad 0 < r_1 < \cdots < r_M < 1, \quad l = 1, 2, \ldots, M, \quad j = 0, 1, 2, \ldots, 2N - 1 \right\}$$

in searching over $\partial \mathbb{D}$, instead of the usual rectangular grid. This is the starting point of our algorithm proposed in the context.

Specially the grid points on the circle of radius $r_l$ constitute a subset of $C_{M,N}$ as

$$C_{l,N} = \left\{ a_{l,j} = r_l e^{i \frac{2\pi j}{N}}, \quad 0 < r_l < 1, \quad M, \quad j = 0, 1, 2, \ldots, 2N - 1 \right\},$$

which is our FFT formulation involved.
3.1. FFT formulation of 1-D AFD

In 1-D AFD, the kth coefficient in (5) is the inner product of the kth reduced remainder $G_k$ and the Szegö kernel in $D$. As mentioned, due to the similarity between a Szegö kernel and a monomial, the discretization of the integral for computing the inner product gives rise to a DFT like series that can incorporate the FFT idea.

To simplify the notation we denote $G_k$ as $G$ in this part. Under the maximal selection principle (MSP), it needs to find the parameter $a_k \in \mathbb{D}$ that satisfies

$$ \| (G, e_{a_k}) \|^2 = \max_{a \in \mathbb{D}} \| (G, e_a) \|^2. $$

The kth coefficients of 1-D AFD is then given by $(G, e_{a_k})$ and

$$ (G, e_a) = \frac{1}{2\pi} \int_0^{2\pi} G(e^{it}) \frac{1 - r^2}{1 - ae^{-it}} dt. \quad \text{(6)} $$

Numerical model is established as follows. Suppose the interval $[0, 2\pi)$ is evenly divided into $0 = t_0 < \cdots < t_{2N-1} < 2\pi$ with a large integer $K$. Then the inner product (6) can be discretized as

$$ (G, e_a) \approx \sum_{m=0}^{2N-1} \frac{1 - |a|^2}{2N} G(e^{i2\pi m}) \frac{1}{1 - ae^{-i2\pi m}}. \quad \text{(7)} $$

Under the maximal selection principle, by adopting grid mesh $C_{M,N}$ the proposed algorithm works on finding a point $a_{l,f} \in C_{M,N}$, satisfying

$$ \left\| (G, e_{a_{l,f}}) \right\|^2 \approx \max_{a \in C_{M,N}} \left\| (G, e_a) \right\|^2. $$

Let $W_{2N}^m$ denote the exponential term $W_{2N}^m = e^{-i\frac{2\pi}{2N} m}$. Then for discrete data $G(W_{2N}^m)$ and $a_l$, in the polar coordinate form $a_{l,j} = r_l e^{i\theta_{l,j}}$, (7) can be approximated by a series

$$ (G, e_a) \approx \sum_{m=0}^{2N-1} \frac{1 - r_l^2}{2N} G(W_{2N}^m) \frac{1}{1 - r_l W_{2N}^{-m}}, \quad \text{(8)} $$

When $j = 1, 2, \ldots, 2N - 1$, it is clear that (8) is a DFT like series. It is feasible that the computation of these series is realized on the principle of FFT.

**Theorem 3.1.** For fixed $l_0$, $0 < r_{l_0} < 1$, $a_l = r_l e^{i\theta_{l}}$, the right side of (8) is equivalent to the case

$$ \begin{cases} 
(G, e_{a_{l_0,j}^+}) = H_{j}^{(1)} + r_{l_0} W_{2N}^{-j} G_{j}^{(1)}, \\
(G, e_{a_{l_0,j}^+}) = H_{j}^{(1)} - r_{l_0} W_{2N}^{-j} G_{j}^{(1)},
\end{cases} $$

where

$$ H_j^{(1)} = \sqrt{1 - r_{l_0}^2} \sum_{m=0}^{N-1} \left( \frac{G(W_{2N}^{-2m})}{1 - r_{l_0} W_{2N}^{-2m-j}} \right)^2 + \left( \frac{G(W_{2N}^{-(2m+1)})}{1 - r_{l_0} W_{2N}^{2m+1-j}} \right)^2, $$

$$ G_j^{(1)} = \sqrt{1 - r_{l_0}^2} \sum_{m=0}^{N-1} \left( \frac{G(W_{2N}^{-2m}) W_{2N}^{2m}}{1 - r_{l_0} W_{2N}^{-2m-j}} \right)^2 + \left( \frac{G(W_{2N}^{-(2m+1)}) W_{2N}^{2m+1}}{1 - r_{l_0} W_{2N}^{2m+1-j}} \right)^2. $$

**Proof.** Noticing that for a fixed $0 < r_{l_0} < 1$, it is sufficient for us to turn the expression (8) of length $2N$ into a summation of two expressions of length $N$ as

$$ (G, e_{a_{l_0,j}^+}) = \sum_{m=0}^{N-1} \sqrt{1 - r_{l_0}^2} G(W_{2N}^{-2m}) \frac{1 - r_{l_0}^2}{1 - r_{l_0} W_{2N}^{-2m-j}} + \sum_{m=0}^{N-1} \sqrt{1 - r_{l_0}^2} G(W_{2N}^{-(2m+1)}) \frac{1 - r_{l_0}^2}{1 - r_{l_0} W_{2N}^{2m+1-j}} $$

$$ = \sqrt{1 - r_{l_0}^2} \left( \sum_{m=0}^{N-1} \frac{G(W_{2N}^{-2m})}{1 - r_{l_0} W_{2N}^{-2m-j}} + \sum_{m=0}^{N-1} \frac{G(W_{2N}^{-(2m+1)})}{1 - r_{l_0} W_{2N}^{2m+1-j}} \right), \quad j = 0, 1, 2, \ldots, 2N - 1.$
which can be simplified as:

\[
(G, e_{0j})^\circ = H_j + G_j,
\]

(11)

by denoting

\[
H_j = \sqrt{1 - r_0^2} \frac{1}{2N} \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m) \cdot l + m})}{1 - r_0 W_{2N}^{2m}}, \quad G_j = \sqrt{1 - r_0^2} \frac{1}{2N} \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1 - 1}}.
\]

Observing that \( e^{2\pi i N} = -1 \), associating with (11), we get

\[
(G, e_{0j+N})^\circ = H_{j+N} + G_{j+N},
\]

(12)

where

\[
H_{j+N} = \sqrt{1 - r_0^2} \frac{1}{2N} \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m) \cdot l + m})}{1 + r_0 W_{2N}^{2m-j}}, \quad G_{j+N} = \sqrt{1 - r_0^2} \frac{1}{2N} \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 + r_0 W_{2N}^{2m+1 - j}}.
\]

It is clear that the denominators of \( H_j \) and \( H_{j+N} \) are different, while the situation is the same to \( G_j \) and \( G_{j+N} \). Following the idea of FFT, generating two common terms of length \( N \) by the periodicity of (8) is the key point to reducing computation. Meanwhile these two common terms should be in a similar form of (8) for the following recursive steps. Then we rearrange (11) and (12) to a common denominator and factor the common twiddle factor \( r_0 W_{2N}^{2j} \) out. Namely we have

\[
(G, e_{0j})^\circ = \sqrt{1 - r_0^2} \frac{1}{2N} \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m) \cdot l + m})}{1 - r_0 W_{2N}^{2m-j}} + r_0 W_{2N}^{-j} \sqrt{1 - r_0^2} \frac{1}{2N} \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m) \cdot l + m}) W_{2N}^{2m}}{1 - r_0 W_{2N}^{2m-j}} \]

\[
+ \sqrt{1 - r_0^2} \frac{1}{2N} \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1-j}} + r_0 W_{2N}^{-j} \sqrt{1 - r_0^2} \frac{1}{2N} \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1}) W_{2N}^{2m+1}}{1 - r_0 W_{2N}^{2m+1-j}}
\]

\[
= \sqrt{1 - r_0^2} \frac{1}{2N} \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m) \cdot l + m})}{1 - r_0 W_{2N}^{2m-j}} + \sqrt{1 - r_0^2} \frac{1}{2N} \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1-j}} + r_0 W_{2N}^{-j} \left( \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m) \cdot l + m})}{1 - r_0 W_{2N}^{2m-j}} \right) + \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1-j}}
\]

\[
+ \sqrt{1 - r_0^2} \frac{1}{2N} \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1-j}} + r_0 W_{2N}^{-j} \left( \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1-j}} \right) + \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1-j}}
\]

\[
= \frac{1}{2N} \left( \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m) \cdot l + m})}{1 - r_0 W_{2N}^{2m-j}} + \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1-j}} \right) + \frac{1}{2N} \left( \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1-j}} \right)
\]

\[
\frac{1}{2N} \left( \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m) \cdot l + m})}{1 - r_0 W_{2N}^{2m-j}} + \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1-j}} \right) + \frac{1}{2N} \left( \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1-j}} \right)
\]

\[
= \frac{1}{2N} \left( \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m) \cdot l + m})}{1 - r_0 W_{2N}^{2m-j}} + \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1-j}} \right) + \frac{1}{2N} \left( \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1-j}} \right)
\]

\[
- \frac{1}{2N} \left( \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m) \cdot l + m})}{1 - r_0 W_{2N}^{2m-j}} + \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1-j}} \right) + r_0 W_{2N}^{-j} \left( \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m) \cdot l + m})}{1 - r_0 W_{2N}^{2m-j}} \right) + \sum_{m=0}^{N-1} \frac{G (W_{2N}^{-(2m+1) \cdot l + m+1})}{1 - r_0 W_{2N}^{2m+1-j}}
\]
So, to compute (11) and (12) is equivalent to calculate both of (13) and (14) as follows

\[
(G, e_{0,j}^{(0)}) = \frac{1}{2N} \sum_{m=0}^{N-1} \left( \frac{G(W_{2N}^{-2m})}{1 - (r_0 W_{2N}^{2m-j})^2} + \frac{G(W_{2N}^{-(2m+1)})}{1 - (r_0 W_{2N}^{2m+1-j})^2} \right),
\]

and

\[
(G, e_{0,j+N}^{(0)}) = \frac{1}{2N} \sum_{m=0}^{N-1} \left( \frac{G(W_{2N}^{-2m})}{1 - (r_0 W_{2N}^{2m-j})^2} + \frac{G(W_{2N}^{-(2m+1)})}{1 - (r_0 W_{2N}^{2m+1-j})^2} \right),
\]

Denote two common terms respectively as

\[
H_j^{(1)} = \frac{1}{2N} \sum_{m=0}^{N-1} \left( \frac{G(W_{2N}^{-2m})}{1 - (r_0 W_{2N}^{2m-j})^2} + \frac{G(W_{2N}^{-(2m+1)})}{1 - (r_0 W_{2N}^{2m+1-j})^2} \right),
\]

\[
G_j^{(1)} = \frac{1}{2N} \sum_{m=0}^{N-1} \left( \frac{G(W_{2N}^{-2m}) W_{2N}^{2m}}{1 - (r_0 W_{2N}^{2m-j})^2} + \frac{G(W_{2N}^{-(2m+1)}) W_{2N}^{2m+1}}{1 - (r_0 W_{2N}^{2m+1-j})^2} \right),
\]

Then we get the recursive relationship

\[
\begin{align*}
\langle G, e_{0,j}^{(0)} \rangle &= H_j^{(1)} + r_0 W_{2N}^{-j} G_j^{(1)}, \\
\langle G, e_{0,j+N}^{(0)} \rangle &= H_j^{(1)} - r_0 W_{2N}^{-j} G_j^{(1)},
\end{align*}
\]

Then we have

\[
H_j^{(1)} + r_0 W_{2N}^{-j} G_j^{(1)}, \quad j = 0, 1, 2, \ldots, N - 1. \quad \square
\]

3.2. Numerical method

Here we describe our FFT formulation to the inner product of the given function and the normalized Szegö kernel in detail. The computation of the inner product part contributes the major part of the total computation algorithm. The rest computations in 1-D AFD are mainly discretization of the corresponding algebraic expressions. The computational complexity of our method will be shown in next part.

Step 1. Compute \( \langle G, e_{a_11} \rangle \) for \( a_{1j} \in C_{1, N}. \)

We have to compute and store the quantities as follows

\[
W_{2N}^m, n W_{2N}^{-m}, G(W_{2N}^{-m}) W_{2N}^m, \quad m = 0, 1, 2, \ldots, 2N - 1, \quad l = 1, 2, \ldots, M.
\]

Next, compute \( \langle G, e_{a_11} \rangle, \quad j = 0, 1, 2, \ldots, 2N - 1 \) with \( r_i \). First of all, it is necessary for us to have the values of the input components to obtain \( \{ \langle G, e_{a_11} \rangle \}_{j=0}^{2N-1} \). Note that the integral variable here is \( m \), with the binary representation as

\[
m = 2^{K-1}m_{K-1} + \cdots + 2^i m_i + 2^{-i} m_{i+1} + m_0 =: (m_{K-1}, \ldots, m_2, m_1, m_0), \quad m_i = 0, 1, i = 0, 1, \ldots, K - 1.
\]

By adopting Theorem 3.1 into binary representation, the input components \( f(h_{K-1}, \ldots, h_1, h_0) \) can be written as

\[
f(h_{K-1}, \ldots, h_1, h_0) = \sum_{m_0=0}^{M} \sum_{m_1=0}^{M} \cdots \sum_{m_{K-1}=0}^{M} \frac{G(W_{2N}^{(m_0, m_1, \ldots, m_{K-1}))} W_{2N}^{(m_0, m_1, \ldots, m_{K-1})) \cdot (h_{K-1}, \ldots, h_1, h_0)}}{1 - r_2^{-2N}}.
\]

For \( m = (m_{K-1}, \ldots, m_1, m_0) \), denote the bit-reversal permutations of size \( 2N = 2^k \) as \( s =: (m_0, m_1, \ldots, m_{K-1}) \) and \( h =: (h_{K-1}, \ldots, h_1, h_0) \). Then (18) becomes

\[
f(h) = \frac{1}{1 - r_2^{-2N}} \sum_{s=0}^{2N-1} G(W_{2N}^{s}) W_{2N}^{hs},
\]

the DFT of \( G(W_{2N}^{s}) \) multiplied by a constant, which can be directly obtained by FFT.
Step 2. Find a point \( a_{r', j'} \in \mathbb{D} \), satisfying \( |\langle G, e_{a_{r', j'}} \rangle|^2 = \max_{a_{ij} \in \mathbb{C}_{M, N}} |\langle G, e_{a_{ij}} \rangle|^2 \).

First, for all \( r_1, l = 1, 2, \ldots, M \), we get all of the values of \( \langle G, e_{a_{ij}} \rangle \) by repeating Step 1, where \( |a_{ij}| = r_l \), \( j = 0, 1, 2, \ldots, 2N - 1 \).

Second, apply the search method for all of \( \langle G, e_{a_{ij}} \rangle \), \( a_{ij} = re^{j\frac{2\pi}{2N}}, j = 0, 1, 2, \ldots, 2N - 1 \), \( l = 1, 2, \ldots, M \) to find a point \( a_{r', j'} \in \mathbb{D} \), satisfying \( |\langle G, e_{a_{r', j'}} \rangle|^2 = \max_{a_{ij} \in \mathbb{C}_{M, N}} |\langle G, e_{a_{ij}} \rangle|^2 \).

3.3. Computational complexity

In what follows, we refer to the argument of the classical FFT to derive the computational complexity of our method. Let us start with

\[
\left\langle G, e_{a_{0, j}} \right\rangle = H_j + G_j = \sqrt{\frac{1 - r_l^2}{2N}} \left( \sum_{m=0}^{N-1} \frac{G(W_{2N}^{-2m})}{1 - r_l W_{2N}^{2m-j}} + \sum_{m=0}^{N-1} \frac{G(W_{2N}^{-(2m+1)})}{1 - r_l W_{2N}^{2m+1-j}} \right)
\]

\[
= \sqrt{\frac{1 - r_l^2}{2N}} \sum_{m=0}^{N-1} \left( \frac{G(W_{2N}^{-2m})}{1 - r_l W_{2N}^{2m-j}} + \frac{G(W_{2N}^{-(2m+1)})}{1 - r_l W_{2N}^{2m+1-j}} \right), \quad j = 0, 1, 2, \ldots, 2N - 1.
\]
Hereby, for convenience, we do not consider the coefficient of $\frac{1 - 1}{2N^2}$ because it does not influence the computational complexity of $\langle G, e_{a_0 j} \rangle$, $j = 0, 1, 2, \ldots, 2N - 1$, and the rest is still denoted by $\langle G, e_{a_0 j} \rangle$, $j = 0, 1, 2, \ldots, 2N - 1$ without confusion.

In Step 1, the computational complexity of the three terms of (17) is $O(N)$. Under this setting, the computational complexity of getting $H_0^{(1)}$ and $G_j^{(1)}$, $j = 0, 1, 2, \ldots, N - 1$, respectively, is the same, denoted by $F(N)$. Associating (11) with (13), (14), in order to obtain $\langle G, e_{a_0 j} \rangle$, $j = 0, 1, 2, \ldots, 2N - 1$, it is sufficient to compute $\langle G, e_{a_0 j} \rangle$, $\langle G, e_{a_0 j+N} \rangle$, $j = 0, 1, 2, \ldots, N - 1$, whose computational complexity is denoted by $F(2N)$. Observing the recursive relationship (9), which reduces $2N$ computation of $\langle G, e_{a_0 j} \rangle$, $j = 0, 1, \ldots, 2N - 1$ to $N$ computation of $\langle G, e_{a_0 j} \rangle$, $j = 0, 1, \ldots, N - 1$. Following the argument of the classical FFT, we derive

$$F(2N) = 2F(N) + N,$$

which leads to the computational complexity $O(N \log N)$ to compute all of $\langle G, e_{a_0 j} \rangle$, $j = 0, 1, 2, \ldots, 2N - 1$.

So the total computational complexity of Step 1 is $O(N \log N)$.

In Step 2, for different $r_1, r_2, \ldots, r_M$, we need to repeat the procedure of Step 1 $M$ times. The computational complexity of this sub-step is $O(MN \log N)$. In the second sub-step of Step 2, there at most are $MN$ points to be searched. This leads to the computational complexity $O(MN)$.

Summarizing, the total computational complexity of Step 1 and 2 is $O(MN \log N)$.

**Remark 3.2.** For a fixed $r_0 : 0 < r_0 < 1$, all $\langle G, e_{a_0 j} \rangle$ for $|a_0 j| = r_0$, $j = 0, 1, 2, \ldots, 2N - 1$ could be computed directly, starting with (8). It can be found that its computational complexity is $O(N^2)$. Hence the computational complexity of the direct computation is higher than that of Step 1.

### 4. Numerical experiments

In Ref. [20], although the realizable method was proposed, the computational complexity is $O(MN^2)$. However, this is not a fast method to realize Core-AFD. In this context, following the fundamental principal of the classical FFT, the proposed method is of the computational complexity $O(MN \log N)$. This results in that the proposed method should be much more efficient and practical than that in [20]. In this section, we give the numerical experiment results by using our method FFT-AFD and one of the Direct-AFD, the method in [20].

The analysis of our methods is given from three different aspects, corresponding to three subsections respectively [22]. The first one is to list the approximated results, the running time results, the parameters $a_0$ and relative errors in two cases, while original functions sampled by 2048 points. The second one is to make the running time comparison for the functions sampled by the different sample rates. The last one is to conduct the experiments on the original signals with a $20 \text{ dB}$ Gaussian noise. The numerical experiments show that FFT-AFD obtains almost the same results of the Direct-AFD in less time.

In all of the following experiments, the radius of the unit disc $r = 0, 0.1, 0.2, \ldots, 0.8$ will be considered. Let $G$, $S_0$ be defined as in (2). We define relative error by $\delta = \frac{|G - S_0|^2}{|G|^2}$. It must be noted that we set $a_1 = 0$ in every experiment to obtain a mono-components decomposition [1]. All codes in experiments are programmed in Matlab R2012b.

#### 4.1. Basic experiments

**Case 1.** The original function is chosen as $f_1 = \frac{(0.07x^2 - 0.6)(0.23x - 0.9)}{(x^2 + 2)} \in H^2(\mathbb{D})$.

The time consuming to run 4 steps is shown in Table 1. The experiments are repeated 6 times.

The real part of approximation results are shown in Table 2.

The parameters $a_0$ and the relative errors are shown in Tables 3 and 4.

**Analysis 1.** From Table 1, it is obvious that the numerical computation significantly accelerates. From Tables 3 and 4, the difference of the parameters $a_0$ and the relative error generated in our method are limited to 0.0002. These data indicate our method actually realize the effects of AFD in less time.

**Case 2.** Let $f_2$ be given as an example of the step functions $f_2 = \text{sgn}(\sin t)$.

The time consuming to run 25 steps is shown in Table 5.

The approximation results are shown in Table 6.

---

**Table 1**

<table>
<thead>
<tr>
<th>Method</th>
<th>Running time (s)</th>
<th>Running time (s)</th>
<th>Running time (s)</th>
<th>Running time (s)</th>
<th>Running time (s)</th>
<th>Running time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT-AFD</td>
<td>0.2145</td>
<td>0.2150</td>
<td>0.2138</td>
<td>0.2143</td>
<td>0.2136</td>
<td>0.2257</td>
</tr>
</tbody>
</table>

---

**Table 2**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Approximation result</th>
<th>Parameter</th>
<th>Approximation result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td></td>
<td>$a_0$</td>
<td></td>
</tr>
<tr>
<td>Relative error</td>
<td></td>
<td>Relative error</td>
<td></td>
</tr>
</tbody>
</table>

---

**Table 3**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td></td>
<td>$a_0$</td>
<td></td>
</tr>
</tbody>
</table>

---

**Table 4**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td></td>
<td>$a_0$</td>
<td></td>
</tr>
</tbody>
</table>

---

**Table 5**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Approximation result</th>
<th>Parameter</th>
<th>Approximation result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td></td>
<td>$a_0$</td>
<td></td>
</tr>
<tr>
<td>Relative error</td>
<td></td>
<td>Relative error</td>
<td></td>
</tr>
</tbody>
</table>

---

**Table 6**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td></td>
<td>$a_0$</td>
<td></td>
</tr>
</tbody>
</table>

---
Table 2
Comparison between the real part of approximation results in Case 1.

<table>
<thead>
<tr>
<th></th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-DAFD</td>
<td>![Graph]</td>
<td>![Graph]</td>
<td>![Graph]</td>
</tr>
</tbody>
</table>

Table 3
Parameters $a_k$ in Case 1.

<table>
<thead>
<tr>
<th>$a_k$</th>
<th>Direct-AFD</th>
<th>FFT-AFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3676</td>
<td>0.3676</td>
</tr>
<tr>
<td>2</td>
<td>0.2140</td>
<td>0.2140</td>
</tr>
<tr>
<td>3</td>
<td>0.0216</td>
<td>0.0214</td>
</tr>
<tr>
<td>4</td>
<td>0.0002</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

Table 4
Relative error $\delta$ in Case 1.

<table>
<thead>
<tr>
<th>$N$</th>
<th>FFT-AFD</th>
<th>Direct-AFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3676</td>
<td>0.3676</td>
</tr>
<tr>
<td>2</td>
<td>0.2140</td>
<td>0.2140</td>
</tr>
<tr>
<td>3</td>
<td>0.0216</td>
<td>0.0214</td>
</tr>
<tr>
<td>4</td>
<td>0.0002</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

Table 5
Running time (s) in Case 2.

<table>
<thead>
<tr>
<th></th>
<th>FFT-AFD</th>
<th>Direct-AFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_2$</td>
<td>1.3218</td>
<td>6.5031</td>
</tr>
<tr>
<td>$S_3$</td>
<td>1.3042</td>
<td>6.7042</td>
</tr>
<tr>
<td>$S_4$</td>
<td>1.3254</td>
<td>6.7122</td>
</tr>
<tr>
<td>$S_{16}$</td>
<td>1.3412</td>
<td>6.5361</td>
</tr>
<tr>
<td>$S_{25}$</td>
<td>1.3070</td>
<td>6.6030</td>
</tr>
</tbody>
</table>

Table 6
Comparison between the approximation results in Case 2.

<table>
<thead>
<tr>
<th></th>
<th>$S_2$</th>
<th>$S_4$</th>
<th>$S_9$</th>
<th>$S_{16}$</th>
<th>$S_{25}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-DAFD</td>
<td>![Graph]</td>
<td>![Graph]</td>
<td>![Graph]</td>
<td>![Graph]</td>
<td>![Graph]</td>
</tr>
</tbody>
</table>
Table 7
Parameters $a_k$ in Case 2.

Table 8
Relative error $\delta$ in Case 2.

Table 9
Running time (s).

The $a_k$ and the relative errors are shown in Tables 7 and 8.

Analysis 2. The running time of our method is very stable. As shown in Table 6, the red curve from our method coincides with the blue curve from the method in [20]. The parameters and relative errors also have exactly the same values. Namely, FFT-AFD achieves the same effects of Direct-AFD with less computation cost.

4.2. Influence of sampling

In this part, the experiments devote to show the influence of the number of samples obtained from original signals. In this experiment, the discretization of 1-D AFD depends on the number of samples obtained from original signals. The results show that our method becomes more efficient when more samples are considered.

Our method in Section 3 has the $O(MN \log N)$ computational complexity, which is used to approximately compute the inner product (7). Compared with the computational complexity $O(MN^2)$ of the method [20], the running time should have an obvious improvement while the sampling points of the original function increase greatly. Hereby, the original signal $f_1$ is sampled by 512, 1024, 2048, 4096, 8192 points, and the method in Section 3 is run with the sampled signals, respectively. The running time to run 4 steps can be found in Table 9.

4.3. Precision stability under disturbance

In this part, the aim of the experiments is to observe the precision stability under disturbance of our method. Explicitly, our method works on $f_1$ with the 20 dB Gaussian noise.

Case 3. Let $f_1$ with 20 dB Gaussian noise be a signal disturbed by a noise with the random amplitude at any time. The real part of approximation results are shown in Table 10. The parameters $a_k$ and the relative error are shown in Tables 11 and 12.
Table 10
Comparison between the real part of approximation results in Case 3.

<table>
<thead>
<tr>
<th></th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-D AFD</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Table 11
Parameters $a_k$ in Case 3.

<table>
<thead>
<tr>
<th></th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 12
Relative error $\delta$ in Case 3.

<table>
<thead>
<tr>
<th>$N$</th>
<th>FFT-AFD</th>
<th>Direct-AFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4185</td>
<td>0.4185</td>
</tr>
<tr>
<td>2</td>
<td>0.2753</td>
<td>0.2749</td>
</tr>
<tr>
<td>3</td>
<td>0.0973</td>
<td>0.0973</td>
</tr>
<tr>
<td>4</td>
<td>0.0845</td>
<td>0.0762</td>
</tr>
</tbody>
</table>

Analysis 3. Additive noise causes a less than 0.5% difference of 4th relative error between our method and the method in [20]. We think that additive noise has no influence on 1D-AFD.
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